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Quantum films adsorbed on graphite: Third and fourth helium layers
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Department of Physics and Center for Materials Research and Technology, Florida State University, Tallahassee, Florida 3230

~Received 18 August 2000; published 23 March 2001!

Using a path-integral Monte Carlo method for simulating superfluid quantum films, we investigate helium
layers adsorbed on a substrate consisting of graphite plus two solid helium layers. The solid helium layers are
modeled first as inert, with paths frozen at equilibrated positions, and then as active, with second-layer atoms
included in the Monte Carlo updating. In both cases, we observe the formation of as many as three well defined
additional layers above the first two and determine the layer promotion density by calculating the density
profile and through a calculation of the chemical potential. For liquid layers adsorbed onto the inert solids, we
find self-bound liquid phases in both the third and fourth layers and determine the equilibrium density. In the
third layer at coverages below equilibrium, we find liquid droplets and a metastable uniform liquid phase and
determine the spinodal point that separates these regions. The above phases and their coverage ranges are in
good agreement with several experiments. The superfluid density as a function of coverage is also calculated
and it is observed to change only weakly around the promotion density. For coverages above the beginning of
fourth-layer promotion, we observe continued increase in the third-layer density. We note that the third-layer
density increase is perhaps enough to cause solidification in this layer, which would explain heat-capacity
peaks observed experimentally for fourth layer coverages and would provide a simple explanation for the
plateaus seen in the superfluid coverage. For helium adsorbed on an active second layer, we observe that a
self-bound liquid phase occurs in the third layer and we determine the equilibrium density and spinodal point,
which remain in agreement with experiment. We find that promotion to both the third and fourth layers is
signaled by a change in the density dependence of the chemical potential. We further observe the increase in
the second-layer density with increasing total coverage. The coverage dependence of the superfluid density is
calculated and a pronounced drop is seen at high third-layer coverages as has also been observed experimen-
tally.

DOI: 10.1103/PhysRevB.63.144524 PACS number~s!: 67.70.1n, 67.40.Kh
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I. INTRODUCTION

Helium films adsorbed on graphite exhibit a number
phases and have proven to be a rich source for both ex
mental and theoretical studies of two-dimensional pheno
ena. The graphite substrate is ordered on atomic len
scales and offers a potential well for helium that is relativ
strong for physical adsorption but is short ranged perp
dicular to the substrate. As a result, a number of distin
atomically thin layers occur each with its own phase d
gram. Near the graphite surface, the layers tend to soli
with both commensurate and incommensurate solids oc
ring in the first two layers. In both the layers, this solidific
tion occurs before promotion to the next layer. The seco
layer exhibits a coverage region with superfluidity as well1–4

while the first layer apparently favors the formation of so
clusters over liquid droplets at low densities,5–7 although
there is a debate on this issue.8,9 A general review of physi-
cally adsorbed films such as helium on graphite can be fo
in the book of Bruch, Cole, and Zaremba.10 In this paper, we
will focus on the liquid third and fourth layers.

Detailed information on the film structure at low temper
tures for the third and higher layers has come from a num
of experiments including heat capacity,11,8 torsional
oscillator,1,2,12 and third sound measurements.13 Ranges in
which the heat capacity depends linearly on the cover
suggest that gas-liquid coexistence regions exist in the t
and fourth layers. The transition from liquid droplets to
uniform liquid phase in each layer is signaled by a peak
0163-1829/2001/63~14!/144524~12!/$20.00 63 1445
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the isothermal compressibility.13 Unlike the first and second
layers, these higher layers do not solidify before layer p
motion since torsional oscillator measurements detect su
fluidity for all coverages beginning at the intermediate thir
layer densities. This apparently rules out earlier suggest
that the third layer may solidify,8,13 although it still may be
possible for solidification to take place under compression
higher layers.

Perhaps the most unusual feature of the higher layer
the steplike behavior of superfluidity with increasin
density.1,2 The superfluid coverage in layered films will no
grow continuously because of the layering transitions. P
teaus in the superfluid density immediately after layer p
motion are expected and have been observed when the
ticles are in the droplet region. These plateaus occur bec
the droplets in the new layer lack the connectivity to exhi
superflow across the entire surface.14 The interesting obser
vation is that the plateaus actually beginbeforelayer promo-
tion for the third through sixth layers. At 500 mK, superfl
idity even exhibits a decrease with increasing coverage n
the promotion to the fourth layer. These effects have b
discussed in the context of the Bose-Hubbard model.15 The
suggestion is that the plateaus are produced by the incre
localization of particles in the dense liquid.

Theoretical tools applied in the study of quantum films
realistically treated substrates include the hypernetted c
Euler-Lagrange~HNC-EL! method,16–19 density functional
theory,20–22 and quantum Monte Carlo.23–26,9,3,4 The
HNC-EL approach has been used extensively in studies
©2001 The American Physical Society24-1
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MARLON PIERCE AND EFSTRATIOS MANOUSAKIS PHYSICAL REVIEW B63 144524
the third and higher layers of helium films on graphite. Th
approach determines stable coverages of the helium lay
Because the theory requires a uniform film, calculations c
not be made for all coverages. Breakdowns in the theory
interpreted as occurring at coverages where the film is
stable to the formation of droplet patches or to layer prom
tion. The theory predicts that at least three liquid layers w
form on top of the solid first and second layers and yield
maximum coverage value before promotion of 0.065 ato
Å2 for each layer, in good agreement with, but somew
below, the experimental value of 0.076.8,13

In this paper we present results for the third and fou
helium layers using the path-integral Monte Carlo~PIMC!
method. Our simulation is able to take into account the eff
of the second layer’s corrugations and zero-point motion
the third layer. We are also able to allow for the possibil
of promotion and demotion of particles between the seco
third, and fourth layers and these effects are observed.
nally, our simulation method can be applied to the en
range of possible phases in a layer, from liquid droplets
full solidification. Thus we are able to probe both the lo
density and high density phases of a layer.

II. SIMULATION METHOD

Our simulation is performed using a path-integral Mon
Carlo method that includes particle permutations and s
strate effects. The general method for bulk simulation
been reviewed elsewhere27 and our modifications for simu
lating layered systems are given in a previous publicatio4

Some of the present calculations have required mi
changes to this method, so we will briefly outline the proc
dure now in order to explain the modifications.

A. Overview of procedure

The partition functionZ for a system ofN bosons at the
inverse temperatureb can be expanded as a path-integral
insertingM intermediate configurations,

Z5
1

N! (
P

E •••E d3R1•••d3RMd3Rr~R1 ,R2 ;t!

3r~R2 ,R3 ;t!•••r~RM ,PR1 ;t!, ~1!

where r is the density matrix,Ri is a configuration ofN
particles, andt5b/M . The sum overP is the sum of all
possible permutations of particle labels. Both the configu
tions and the permutations are sampled by our PIM
method. The number of intermediate configurations usedM
is referred to as the number of inverse-temperature slice

To implement this method, two important ingredients a
needed. First, a starting approximation for the density ma
at t is required. The simplest of these is the so-called se
classical approximation. The drawback to this approach
that very high starting temperatures are needed to obtai
accurate approximation. Methods for improving the start
approximation can lower the starting temperature tot21

540 K.27
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The second important feature of the method is multile
sampling. The path-integral, Eq.~1!, can be thought of as a
system ofN ring polymers each withM beads. Particle per
mutations correspond to splicing the ring polymers togeth
In multilevel sampling, we update particle positions over
section of the polymer chain. This allows us to impleme
permutations by spreading them over several inver
temperature slices. The number of slices to be updated isl ,
where l is the level of the move. The value ofl must be
chosen to balance the acceptance of particle moves and
ticle permutations. Increasing the value ofl increases the rate
of accepting permutations but decreases the acceptanc
new particle positions while decreasingl has the opposite
effect. Typically, we takel 53 since this gives the optimum
balance between the acceptance of permutations and
particle positions.

B. Third and higher layers

In our calculations for the third and higher layers, we u
a simulation cell that is designed to accommodate the
layer helium solid. Periodic boundary conditions are appl
in the plane of the substrate. We approximate the effect
the solid first layer on the second and higher-layer atoms
placing frozen atoms at triangular lattice sites on the s
strate. These frozen atoms are located 2.8 Å above the gr
ite surface, the height of the first layer as indicated by n
tron scattering.28 The second layer also solidifies befo
promotion to the third layer occurs. In a previou
simulation,4 we determined that the highest second lay
coverage before layer promotion was 0.2117 atom/Å2. This
simulation was performed with 20 second-layer atoms ab
30 frozen first-layer atoms in a cell of dimension
15.075 Å315.67 Å. The majority of our simulation result
for the third and higher layers were obtained using a sim
lation cell of this size. The use of frozen and active layers
simulate quantum films using the PIMC method was fi
discussed by Wagner and Ceperley.25,26 We discuss our own
implementation and highlight its particular features below

In order to investigate the effects of an inert versus act
second layer, we have performed two sets of calculations
the first, we equilibrate the second layer at 0.2117 atom/2.
The positions of these atoms are then frozen and are
longer included in the sampling. Additional atoms are th
placed above this inert substrate and have their positions
permutations sampled. We refer to these additional atom
being ‘‘active.’’ The bisection level used in this simulatio
was l 53. All errors that we report for these calculations a
statistical errors arising from the Monte Carlo simulation
the active atoms above a particular frozen second la
There will be additional systematic errors that arise from o
particular choice for the frozen second-layer configuratio

In the second set of calculations, both the second
third-layer particles are included in the sampling. There i
potential problem with doing Monte Carlo calculations o
such a system. The third layer is liquid and permutations w
occur at low temperatures. This favors usingl 53 for this
layer. The second layer, on the other hand, is solid and
thermore increases in coverage as the overall coverag
4-2
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QUANTUM FILMS ADSORBED ON GRAPHITE: THIRD . . . PHYSICAL REVIEW B63 144524
increased. Usingl 53 produces, a low acceptance rate f
particle moves in the compressed second layer. Samp
efficiency can be improved by usingl 52 for this layer. Thus
a single value ofl for the entire system is not optimum.

To give each layer the best value ofl, we have partitioned
atoms into ‘‘second-layer’’ and ‘‘third-layer’’ atoms. Th
second-layer atoms have their positions initially taken fr
an equilibrated second-layer solid. The third-layer atoms
started from an initial configuration of atoms placed at va
ous heights above the second layer. Promotion and demo
between the layers are allowed but the layer label of
atoms does not change. The third-layer atoms are sam
with l 3rd53 while second-layer atoms are sampled atl 2nd
52. Permutations are allowed between atoms with the s
layer label but we do not allow atoms with different lay
labels to permute. This limitation is not a problem for atom
demoted to the second layer after being initially placed
the third layer since exchanges are uncommon in the s
second layer. The promotion of a particle from the seco
layer to the third occasionally occurs after a particularly lo
simulation. At most, only one particle is promoted, so th
will have little effect on the permutations in the third layer
all but the lowest coverages. This approach gives a hig
acceptance rate for second-layer-particle moves while all
ing permutations to occur reasonably often in the third lay
We have found that this partitioning ofl lowers the energy
by an amount ranging from 0.0 K to 0.1 K per atom relati
to energy calculations with a single valuel 53 for the entire
system. The smallest energy shift occurred at the lowest c
erage tested, 0.2286 atom/Å2. At this coverage the two val
ues were within error bars. The greatest energy shift occu
near the equilibrium coverage of the third layer liquid. Th
was the highest coverage we tested. We also compared
energy values at selected coverages to calculations
formed with a single valuel 52 for the entire system an
found them to agree, but third layer superfluidity was su
pressed, as expected.

III. RESULTS FOR THE THIRD AND FOURTH LAYERS

Before presenting our simulation results, we wish
clarify the convention that we use to report adsorbed hel
coverages. Normally, the values we give for the density
for the total adsorbed helium~first two solid layers plus any
additional coverages for the higher layers!. Relative cover-
ages within a layer are prefaced with a reference to
layer. For example, the coverage 0.2583 atom/Å2 using our
standard simulation cell corresponds to a third layer cov
age of 0.0466 atom/Å2 plus two solid layers with a combine
coverage of 0.2117 atom/Å2.

A. Results with the inert second layer

1. Layer promotion and demotion

In order to study multiple layers of helium film, it is firs
necessary to establish that our simulation does, in fact,
duce distinct layers with increasing coverage. This is illu
trated in Fig. 1, which shows the growth of the density p
file perpendicular to the substrate for the third and hig
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layers with increasing density. The peaks associated with
third and fourth layers can be clearly observed as can
beginning of the fifth-layer peak at the highest simulat
coverage. Also, as can be seen in the figure, the contin
growth of the third-layer peak for all coverages indicat
compression of this layer even after atoms are promote
the higher layers.

Promotion to the fourth layer occurs for coverages grea
than 0.2837 atom/Å2 ~17 active atoms!. This coverage may
be determined from the following observation, which is
lustrated in Fig. 2. For coverages at and just below prom
tion, increasing the coverage increases the peak height
does not appreciably change the profile’s width. Just ab
this density, the peak height does not change but an ab
increase in the width is observed. With increasing covera
the tail of the profile just above layer promotion evolves in

FIG. 1. Density profiles at 400 mK for the second, third, a
fourth layers as a function of height above the graphite substr
The leftmost peak is for the frozen, equilibrated second layer.
coverages shown begin at 0.2329 atom/Å2 and increase in incre-
ments of 0.0085 up to 0.3345. The density profile for 0.3811 ato
Å2 is also shown. The profiles are normalized so that integra
gives the number of atoms.

FIG. 2. Density profiles near layer promotion. The coverages
0.2794, 0.2837, 0.2879, 0.2964, and 0.3005 atom/Å2.
4-3
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the fourth-layer peak. This is also illustrated in the figu
This value for layer promotion is in agreement with expe
ment. Heat capacity measurements11,8 show layer promotion
at 0.288 atom/Å2 while isothermal compressibility
measurements13 give a somewhat lower value at 0.280 ato
Å2 for the promotion density.

Layer promotion is also signaled by a change in the d
sity dependence of the chemical potential. By differenc
our calculated total energy values, we can obtain the che
cal potentialm. This is plotted in Fig. 3. The values for th
energy per particle are given in Table I. As can be seen fr
the figure, the chemical potential increases rapidly just be
layer promotion until it becomes favorable to promote
atom to the next layer. Above layer promotion, the chemi
potential remains roughly constant with increasing dens
as it should for the liquid-gas-coexistence region. T

FIG. 3. Chemical potential for third and fourth layers. The a
rows indicate the third layer promotion density~P! and the fourth
layer equilibrium coverage (E). The densities denoted byD and the
dark arrows are discussed in the text.
14452
.
-

/

-
g
i-

m
w

l
,

s

change in the density dependence ofm together with the
density profiles determine the promotion density.

The chemical potential for the third and fourth layers
shown in Fig. 3. As can be seen in the range 0.26–0.28 at
Å2 each additional atom causes a rapid increase inm.
Around 0.284 atom/Å2, m3 of the third layer exceedsm4 of
the fourth layer and so the next atom added to the sys
will be preferentially promoted to the fourth layer.

The beginning of particle promotion to a new layer do
not signal the end of the filling of the old layer. As can b
seen in Fig. 3, adding atoms to the system at the dens
0.306 and 0.334 atom/Å2, marked by the letterD and the
dark arrowheads, causes the chemical potential to incre
above the chemical potential at layer promotion. Imme
ately above both these densities,m drops back to values
equal tom at promotion. This signals particle demotion
the third layer. Figure 4 illustrates this for densities arou
0.306. Notably, each additional demoted atom increases

FIG. 4. Density profiles for the third and fourth layers. Cove
ages are given in Å22.
ozen.
rror
TABLE I. Energy/particle versus coverage at 400 mK for the third layer when the second layer is fr
All the calculations use the 15.075 Å315.667 Å simulation cell. The number in parentheses gives the e
in the last two three digits.

N s (Å22) E/N ~K! N s (Å22) E/N ~K!

4 0.2286 214.951~102! 20 0.2964 214.774~18!

5 0.2329 215.308~56! 21 0.3006 214.602~13!

6 0.2371 215.410~48! 22 0.3048 214.479~17!

7 0.2413 215.426~37! 23 0.3091 214.307~22!

11 0.2583 215.848~34! 24 0.3133 214.193~18!

12 0.2625 215.897~24! 25 0.3175 214.105~19!

13 0.2667 215.878~24! 26 0.3218 214.015~23!

14 0.2710 215.848~17! 27 0.3260 213.905~21!

15 0.2752 215.771~25! 28 0.3302 213.787~19!

16 0.2794 215.624~16! 29 0.3345 213.707~20!

17 0.2837 215.401~18! 30 0.3387 213.573~23!

18 0.2879 215.153~14! 31 0.3429 213.528~17!

19 0.2921 214.941~13! 32 0.3472 213.478~27!
4-4
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energy required to further increase the layer density, som at
promotion is only a rough estimate of the chemical poten
required to demote additional atoms.

Particle demotion may be understood as a balance
tween many factors. Atoms are initially promoted above
layer because this is energetically favorable. The first p
moted atom loses the large energy benefit for being clos
the substrate but gains kinetic energy since it is free to m
about on the open surface with its wave function no lon
constrained by the other atoms. It also retains some of
potential-energy advantage gained from having neighbo
helium atoms. Adding more atoms to the system will fav
the formation of droplets. However, once droplets ha
formed in the new layer, the next atom added to the sys
faces a different choice than the first promoted atom. Thi
illustrated in Fig. 5. If it goes into the less-dense outer lay
it gains some attraction from the other atoms in this lay
However, it no longer gains the kinetic-energy advanta
that the first promoted atom had. On the other hand, if
added atom goes into the dense lower layer, it regains
benefit of being closer to the strongly attractive substra
Furthermore, it has the energy advantage for having m
helium neighbors: those in its layer, those in the layer abo
and those in the layer below~not shown!. In contrast, if the
added atom goes into the outer layer, it has less neighbo
should be noted that each demotion to the dense layer
significantly increase the chemical potential for this layer,
at some point it will be more favorable for atoms to be add
to the outer layer again.

2. Third and fourth-layer phases

We expect four principal regions in the third layer befo
fourth-layer promotion. These are a low-density gas ph
~which will have a negligible density at low temperatures!, a
droplet region, a metastable liquid region, and an equilibri
liquid phase. The droplet region consists of a liquid pha
separated from a low-density gas by an interface. In
metastable region, the droplet phase is replaced b
stretched uniform phase that has a negative spreading

FIG. 5. An illustration of the circumstances of particle dem
tion. The shaded atom is added to the layered system. In~A!, it
joins the less dense outer layer. In~B!, it is demoted to the more
dense underlayer.
14452
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sure. The crossover from the droplet region to the stretc
liquid phase occurs at the spinodal point. Direct eviden
that the layer is liquid comes from torsional oscillator me
surements, which detect superfluidity up to layer completi
The isothermal compressibility has been measured for
third and higher layers13 and exhibits a divergence that
associated with the spinodal point. The equilibrium liqu
coverage can be inferred from heat capacity measuremen11

Below, we present evidence of each of these phases u
several different observables.

First, we can establish the existence of droplets an
uniform liquid phase at different densities with the rad
distribution functiong(r ), which provides a direct probe o
short and long-range behavior. Calculations for the th
layer are shown in Fig. 6. These are plotted as functions
the magnitude of the distance vector between pairs of at
projected onto the plane of the substrate. These calculat
of the averagedg(r ) smooth out possible anisotropies in
duced by the corrugations of the underlying solid heliu
layer. Theg(r ) for the three coverages shown in Fig. 6 a
representative of the droplet region, the equilibrium liqu
and the liquid near layer promotion. At the lowest covera
0.233 atom/Å2 ~5 active atoms!, the radial distribution func-
tion drops below unity at large distances as would be
pected for a droplet phase. The actual dimensions of
droplet for a given density depend on the size of the simu
tion cell. For the intermediate coverage, 0.2624 atom/Å2 ~12
active atoms!, the first peak has changed only slightly but t
long-range behavior is noticeably different, rising again p
unity instead of dropping continuously. At the highest co
erage, 0.284 atom/Å2, the system shows evidence of in
creased correlation but the long range-behavior canno
determined due to the small size of the simulation cell. T
largest coverage also has a different short-range beha
showing an increased probability that the projected dista
between two atoms will be less than 2.0 Å. In part, th
is a result of the thickening of the layer as can be seen
Fig. 1. Because the atoms can be at different heights ab
the substrate, the projected distance between them

FIG. 6. The radial distribution function for the third layer at th
indicated coverages, in atom/Å2.
4-5
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become smaller than would be possible in strictly tw
dimensional calculations.

We can also gain some insight into the layer phases
examining contour plots of the probability distribution
atoms in the plane of the substrate. Plots near equilibr
and layer promotion are shown in Fig. 7. These plots sh
lines of equal probability for atomic positions averaged o
several thousand Monte Carlo steps, so closely spaced
show regions of relatively high probability while low
probability regions contain few contour lines. The hig
density liquid shows noticeably more localization~separation
into high- and low-density regions! than the equilibrium
fluid. An increased correlation can also be seen in the ra
distribution function at high density. This suggests that
system may be nearing a liquid-solid-coexistence phase.
is also seen from the structure factor, which is shown in F
8 as a function of the magnitude ofk5Akx

21ky
2. Notice that

there is a rather strong peak atkW5(1,667,0.802) (k51.85)
with a value ofS(k)52.14. The finite-size limitations of ou
calculation does not allow us to draw a firm conclusion ab
the presence of a solid or a coexistence between a liquid
a solid.

Having established that the third layer has gas-liquid a
uniform liquid phases, we can next determine the equi

FIG. 7. Probability densities for the third-layer liquid near eq
librium ~0.2625 atom/Å2, left! and just before layer promotion
~0.2837 atom/Å2, right!.

FIG. 8. The structure factor for the third layer just before lay
promotion~0.2837 atom/Å2).
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rium coverage ranges of these phases. This can be don
using the Maxwell construction. At low temperatures, t
total energy and the total free energy are nearly equal
coexistence regions may be identified by applying the M
well construction to the energy. The results for the lo
temperature~400 mK! scans are shown in Fig. 9. We hav
verified that the energy values shown are effectively z
temperature results by recalculating some values at 500
In all the cases, the calculations at the two temperatu
agreed within error bars. The values shown in the figure h
been shifted by the amountNacte0, where e05215.897
60.024 is the minimum energy per particle andNact is the
number of active atoms in the simulation. At low temper
tures, the gas phase will have zero coverage and thus
total energy. We can thus draw a coexistence line betw
the beginning of the third layer, 0.2117 atom/Å2, and the
coverage with minimum energy per particle. This high
coverage is the equilibrium liquid density. We find this co
erage to be 0.2625 atom/Å2 (Nact512). The best chi-
squared parabolic fit around this minimum gives 0.2645~9!
atom/Å2. The number in parenthesis is the error in the l
digit. At this density the layer is completely covered by
uniform liquid. Below this value, the system enters the g
liquid coexistence region. The energy values in the coex
ence region lie above the coexistence line either because
liquid phase is unphysically uniform or because of the app
ciable cost for creating a phase boundary in a finite-size s
tem. The third layer equilibrium coverage, 0.0528~9! atom/
Å2, is comparable to~and slightly higher than! the equilib-
rium coverage found for the second layer, 0.0480~6! atom/
Å2.3,4 For both the layers, simulated with the same-size c
the energy minimum occurs when the system contains
atoms.

The equilibrium density that we determine is in goo
agreement with both heat capacity and torsional oscilla
measurements. In the measurements of Greywall

r

FIG. 9. Shifted total energy for the third and fourth layers. T
horizontal dashed line is the gas-liquid-coexistence line for the th
layer. The solid line is the gas-liquid-coexistence region for
fourth layer. The vertical dashed line gives the density of la
promotion. Gas-liquid~L1G! and uniform liquid ~L! coverage
ranges are indicated for both layers.
4-6
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co-worker,11,8 the low-temperature heat capacity depends
early on density from the beginning of the third layer
0.260 atom/Å2. This linear dependence is a signal of pha
coexistence.29 The torsional oscillator measurements2 pro-
vide evidence of a similar region. The temperature of
oscillator’s dissipation peak, which gives a rough estim
for the superfluid transition temperature, is independen
coverage from 0.22 to 0.26 atom/Å2. This is the characteris
tic of a surface covered by liquid droplets.14 Increasing the
coverage in the droplet region increases the size of the d
lets, not their density and so the transition temperature
mains constant.

For densities above the equilibrium coverage and be
layer promotion, we have not been able to rule out the on
of solid-liquid coexistence in the third layer. Our procedu
for identifying such regions in the second layer was to lo
for the instabilities in the total energy that signal phase
existence. This was possible because that layer solidified
fore layer promotion. In the present case though, the ene
cannot be used to find solid-liquid coexistence because
instabilities that might signal solidification are inextricab
entangled with the liquid-vapor phase coexistence that
curs in the fourth layer at the same coverages. Specific
layer promotion begins at the third layer coverage of 0.07
atom/Å2. The next increment in coverage that we can sim
late using the cell described in Sec. II is 0.0762 atom/Å2. In
our previous simulation of the second layer using the sa
sized cell,3,4 we determined that an incommensurate so
begins to form at the second layer coverage, 0.0762 at
Å2. Apparently, promotion preempts solidification. Also
note is that the density profile of the third layer at 0.0720
much less peaked than the second layer at the same
coverage, so any third-layer solid phase must have very la
zero-point motion. One possible consequence of the t
layer entering solid-liquid coexistence is that it may fu
solidify under compression of further adsorbed layers. As
have discussed in the previous section, the third layer-den
continues to increase even after fourth-layer promoti
Layer promotion is not a phase transition and can oc
whenever the chemical potential of the system favors
Thus it is possible to have layer promotion in the middle
a phase transition. The third layer solid-liquid-phase tran
tion can be completed after fourth-layer promotion as ad
tional atoms added to the system get demoted to the t
layer. We note finally that there is some experimental e
dence suggesting that third layer solidification may occur
the heat-capacity results presented by Greywall,8 a small
peak at about 1.8 K can be observed for coverages begin
at 0.3100 atom/Å2 between the rounded heat-capacity feat
associated with the fourth-layer liquid and the sharp p
associated with the melting of the second-layer solid.

The fourth layer also exhibits a self-bound liquid cove
age. We can identify this in the same manner as bef
Since promotion to the fourth layer occurs above 0.28
atom/Å2, we can consider this coverage to correspond t
zero density fourth-layer gas. We apply the Maxwell co
struction again to the fourth layer and determine a bou
liquid phase at 0.3345 atom/Å2 ~29 active atoms! giving a
fourth-layer equilibrium density of 0.0508 atom/Å2. The
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solid line in the figure gives the maximum possible range
gas-liquid coexistence in the fourth layer. All energy valu
in this region are on or above the coexistence line. T
coexistence region agrees with heat capacity measureme8

which exhibit linear isotherms in the fourth layer up
0.3300 atom/Å2 at low temperatures.

A trend can be noticed in the equilibrium density as o
progresses from the inner to the outer layers. For the
layer of helium adsorbed on a flat substrate, we have ca
lated the equilibrium density to be 0.0450~6! atom/Å2, close
to the two-dimensional value.30 Successive increases are o
served in the second and third layers as the zero-point
tion of the layers perpendicular to the plane of the subst
becomes larger. From a two-dimensional point of view, t
motion has the effect of softening the hard cores of the
lium atoms.

In Fig. 9, we do not plot energy values for the coverag
between 0.2413 and 0.2583 atom/Å2 at 400 mK. Calcula-
tions that we performed for these densities at 500 mK ac
ally showed an energy decrease, outside of error bars.
attribute this to variations inherent in using frozen config
rations for the second layer: the two calculations requi
two different configurations and so there will be some s
tematic difference in the energy values.

We have repeated the third-layer calculations at 400
using a larger simulation cell (21.105 Å320.889 Å). This
will allow us to examine finite-size effects and the effects
different configurations. We will also be able to examine t
intermediate region that we excluded in the calculations
ing the smaller cell. The total energy values are given in F
10. These energy values have been shifted by subtracting
the gas-liquid-coexistence line as described above. The
ergy per particle values used to construct this figure are gi
in Table II. The minimum energy per particle is216.005
60.027 K, which occurs at 0.2676 atom/Å2 ~24 atoms!. We
fit these energy values to a polynomial in the form

E/V5e01BS r2r0

r0
D 2

1CS r2r0

r0
D 3

, ~2!

FIG. 10. Total energy for the third layer using the larger sim
lation cell described in the text. The solid curve is a fit to Eq.~2!.
The arrow indicates the equilibrium liquid coverage.
4-7
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wherer is the coverage. Fitted parameters are given in Ta
III. Not all digits are significant. Notable from the table
that the equilibrium liquid coverage occurs at the same d
sity as in previous calculation with the smaller cell desp
the fact that there is a small discrepancy in the energy va
at similar coverages between the cells. In our previous
culations on the second layer, we observed that finite-
effects on the energy were negligible. Thus we believe t
the difference in the minimum energy values obtained w
the two cells is attributable to the particular frozen seco
layer configurations that we used. We also observed th
calculation using the larger cell but at 500 mK and 0.25
atom/Å2 ~18 active atoms! showed an energy increase ov
the value obtained at 400 mK.

By differencing the~unshifted! total energy values of the
larger cell, we can obtain the chemical potentialm. Values
obtained from both the fit and the actual energy values
shown in Fig. 11. The size of the chemical potential near
minimum (216.88 K60.28) is, in general, in agreemen
with the value range of292216 K obtained for the third
layer by Clementset al.17 As noted by those authors, the
values are sensitive to the attractiveness of their model
strate.

We can determine the spinodal point by taking the sec
derivative of Eq.~2!. The isothermal compressibility is give
by kT5r22(]m/]r)T

21 , wherer is the coverage. This di
verges when the derivative of the chemical potential is ze
Below this coverage,]m/]r is negative and the speed o
sound becomes imaginary. This is the spinodal point. Fr
the fit, we determine that this occurs at 0.2518 atom/Å2, a
third layer coverage of 0.0386 atom/Å2. This is in agreemen

TABLE II. Energy/particle versus coverage at 400 mK abo
the frozen second layer using the 21.015 Å320.889 Å simulation
cell described in the text. The number in parentheses gives the
in the last two digits.

N s (Å22) E/N ~K!

7 0.2291 215.199~51!

8 0.2313 215.362~47!

12 0.2404 215.442~33!

15 0.2472 215.689~36!

18 0.2540 215.885~36!

24 0.2676 216.005~27!

26 0.2722 215.908~25!

28 0.2767 215.833~30!

TABLE III. Fitted parameters for the polynomial fit to th
shifted total energy values.

Parameter Value

e0 ~K! 0.009760.51
r0 (Å22) 0.264560.0005
B ~K! 2057.36237.0
C ~K! 13885.761759.0
x2/n 1.09
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with the HNC-EL calculations for the third layer.17 Experi-
mentally, the spinodal point can be determined from the
vergence of the isothermal compressibility. In the third lay
this occurs near the third layer coverage of 0.03 atom/Å2 at
1.2 K.13

The droplet region and the uniform coverage region
this simulation cell can be directly identified by the sho
wavelength behavior of the static structure functionS(k).
Figure 12 showsS(k) for the coverages 0.2472~below the
spinodal point! and 0.2676 atom/Å2 ~near equilibrium!. The
upward swing ofS(k) for the lower density for small value
of k indicates the presence of a droplet. Near the equilibri
density, the droplet has entirely covered the substrate an
S(k→0)→0.

B. Results with active second layer

1. Layer promotion and demotion

In the previous calculations we assumed that the s
second layer could be treated as inert, that is, the respon

ror

FIG. 11. Chemical potential calculated from the total ener
values and the fit shown in Fig. 10.

FIG. 12. Static structure factor at 0.2472~circles! and 0.2676
atom/Å2 ~squares! at T5400 mK.
4-8
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QUANTUM FILMS ADSORBED ON GRAPHITE: THIRD . . . PHYSICAL REVIEW B63 144524
the second-layer to the third was ignored. It is known exp
mentally, however, that the second-layer solid continues
be compressed after third-layer promotion. Evidence of
can be found in the heat-capacity peak associated with
ond layer melting.8 This peak continues to increase in tem
perature for the entire range of the third layer indicating
increase in the second-layer density. Neutron scattering28,31

also detects compression of the second layer by the t
with an abrupt restructuring at intermediate third layer co
erages. Second-layer compression is not unexpected s
the compression of the first layer by the growth of the sec
is well established.32 To allow for the effects of second-laye
compression as well as the response of this layer to
growth of the third, we have performed calculations that
clude both the second and third-layer atoms in the Mo
Carlo sampling.

Density profiles illustrate the compression of the seco
layer in our simulation. These are shown in Fig. 13 for
lected coverages. The left and right peaks in the figure are
the second and third layers, respectively. As can be seen
height of the second-layer peak grows between the cove
0.2296 and 0.2879 atom/Å2. The peak height then remain
constant up to and including the coverage 0.2964 where
motion to the fourth layer is visible. Finally, the second-lay
peak increases again at the highest coverage exam
0.3049 atom/Å2.

By integrating the profiles up to the minimum betwe
the two peaks~at approximately 7.5 Å!, we obtain the second
layer coverages of 0.0845, 0.0885, 0.0894, 0.0890,
0.0929 atom/Å2 for the coverages shown in the figure. Th
at the lowest third-layer densities, no demotion occurs.
ginning at the intermediate coverages and up to layer pro
tion, a single atom is demoted. At low fourth layer coverag
~the highest coverage examined! two atoms are demoted. A
a consequence of demotion, promotion to the fourth laye
pushed to a higher overall coverage. As is illustrated in F
13, we do not observe promotion to the fourth layer until t
density has exceeded 0.2879 atom/Å2 compared to 0.2837

FIG. 13. Density profiles for the active second and third lay
as a function of height above the substrate. The coverage value
0.2296, 0.2625, 0.2879, 0.2964, and 0.3045 atom/Å2.
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atom/Å2 when the second layer was frozen. This value w
be further established below by examining the density
pendence of the chemical potential. This value is still
agreement with the heat capacity8 and isothermal
compressibility13,2 measurements. We note that Ziman
et al.15 have proposed a slightly higher completion covera
of 0.293 atom/Å2.

The layer promotion illustrated above is accompanied
a discontinuity in the chemical potential. We can obtain t
quantity by differencing our calculated total energy valu
given in Table IV and plot the results in Fig. 14. Included
this figure are the results obtained for the second layer fr
a previous calculation.4 As can be seen, there is a distinctiv

s
are

TABLE IV. Energy/particle versus coverage at 400 mK wi
positions of both second- and third-layer atoms sampled. Calc
tions used the 533 simulation cell. The number in parenthes
gives the error in the last two digits.

N s (Å22) E/N ~K!

19 0.2075 230.687~19!

20 0.2117 230.111~13!

21 0.2159 229.257~39!

24 0.2286 227.391~20!

26 0.2371 226.354~12!

27 0.2413 225.937~12!

28 0.2456 225.516~13!

31 0.2583 224.462~21!

32 0.2625 224.188~15!

33 0.2667 223.910~13!

34 0.2710 223.603~15!

35 0.2752 223.314~13!

36 0.2794 223.001~14!

37 0.2837 222.699~12!

38 0.2879 222.417~19!

40 0.2964 221.816~13!

FIG. 14. Chemical potential for the second and third layers. T
third layer and fourth-layer-promotion densities are indicated by
arrows.
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change in the density dependence of the chemical potentim
around the promotion density. Below the promotion dens
the energy changes very rapidly with increasing covera
Near promotion, an added atom has the choice of going
the unoccupied third layer or the dense second layer and
choose the layer that is energetically favorable. When
promotion coverage is reached, the chemical potential
adding the atom to the second layer exceeds that for ad
it to the third layer and so the atom is added to the unoc
pied layer. It can be seen from the figure that the change im
associated with the promotion is quite large. In this case,
second layer is solid and relatively dense, so we expec
energy gap to be associated with promotion. As can be s
in the density profiles~see Fig. 13! for this layer, there is a
range of heights above the second layer that is forbidden
the third-layer atom. This is in contrast to what happens
the case of fourth-layer promotion~see Fig. 2! in which there
is significantly more overlap between the third and fou
layers. Each additional atom added to the system will also
the outer layer but the rate of the energy change will
crease since these atoms are attracted to each other and
a droplet. Thus we see that the chemical potential just a
layer promotion decreases.

2. Layer phases

We can determine phase boundaries for the third laye
again using the Maxwell construction. Figure 15 gives
total-energy values for the three-layer system with both s
ond and third layers active. The energy values per part
are given in Table IV. As before, a coexistence line can
drawn between the beginning of the third layer, 0.2117 ato
Å2, and the equilibrium liquid coverage. The upper endpo
of the coexistence region is 0.2667 atom/Å2. This is the
equilibrium coverage for the third-layer liquid. The interm

FIG. 15. Total energy at 400 mK for the three-layer syst
when the second-layer atoms are included in the sampling.
dashed line is the gas-liquid-coexistence line for the third layer.
arrows indicate the beginning of promotion to the third layer a
the equilibrium third liquid coverage. Coverage ranges for the g
liquid (G1L) and uniform liquid~L! phase in the third layer are
shown. The solid line is the fit to Eq.~2!.
14452
,
e.
to
ill
e
r

ng
-

e
an
en

or
n

o
-

orm
er

y
e
c-
le
e
/
t

diate energy values are in gas-liquid coexistence. Follow
our usual procedure, we have subtracted out the gas-liq
coexistence line from all the energy values using the val
230.11160.019 K and223.91060.013 K for the begin-
ning ~0.2117 atom/Å2, 20 atoms! and end~0.2667 atom/Å2,
33 atoms! of the coexistence region.

As with the results found using the frozen second lay
we can fit the energy values to a polynomial in the form
Eq. ~2!. This is the solid curve in Fig. 15. Energy values f
the very low and high coverages of the layer were not
cluded in the fit. The equilibrium coverage determined
0.265360.0005 atom/Å2 and the spinodal point is found t
be near the third layer coverage of 0.040 atom/Å2.

At the temperature of our simulation, superfluidity can
observed in the third and fourth layers. Superfluid dens
values ranging from intermediate third layer to low four
layer coverages are shown in Fig. 16. The values shown
the ratios of the superfluid density to the third layer cov
age. Suppression of superfluidity before promotion to
fourth layer is found in our calculations. Figure 16 shows t
superfluid coverage~instead of the superfluid fraction! versus
the coverage for the third layer. In Ref. 4 we have review
how the superfluid density for such superfluid films is calc
lated using our PIMC method. Suppression of superfluid
has been observed at similar temperatures and coverage
ues in both the torsional oscillator measurements of Crow
and Reppy1,2 and a simulation of helium on hydrogen.26 Sup-
pression just after fourth-layer promotion is a conseque
of gas-liquid coexistence. In the low-coverage region,
fourth layer consists of droplets that lack the connectivity
exhibit superfluidity until they have percolated across
surface.14,19 In addition, suppression of superfluidity befo
promotion to the fourth layer can be observed.

For superfluid films adsorbed on heterogeneous surfa
~such as Vycor!, the superfluid coverage increases contin
ously with increasing coverage.33 This does not occur in the
atomically thin fluid layer we are simulating. Superfluidi
instead increases with increasing coverage until the equ
rium density is reached after which there is a plateau

e
e

d
s-

FIG. 16. Superfluid coverage for the third layer at 400 mK w
both the second and third layer atoms sampled.
4-10



r

b
ca
e
a
o
t

in
he
ns
pa
d

s.

ca
ite
rs
rs
nd
on
y
a

m
hr
r

un
0
e
n

low
t

bl
ta
ic
en
ir
ity

uid
hird
n

o
ar-
s-
n
le
y of
re
ca-
the
/Å

i-
aus
uid

he
ed.
o-

nd
ion
ain
er-
ses

er,

the
ect

nd

re-
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then a drop. The drop inrs is seen experimentally as well fo
coverages greater than 0.280.

The reason for the suppression of superfluid density
fore layer promotion is not clear but three related factors
contribute. First, increasing the density in the liquid lay
produces excitations that should disrupt the superfluid st
This energy increase can be seen in Figs. 9 and 15. Sec
increased correlation between the atoms will suppress
permutations required for superfluidity. We observe this
crease in the radial distribution function, Fig. 6, and in t
probability contours. The calculated probability distributio
also suggest the third mechanism, namely, the layer is
tially solidifying before layer promotion. As discusse
above, we have not found clear evidence that this occur

IV. SUMMARY

This paper has presented path-integral Monte Carlo
culations for the third and fourth layers of helium on graph
using two different treatments of the underlying solid laye
In the first approach, we treated the first and second laye
inert. The second-layer solid was initially equilibrated a
then atoms were frozen in some particular configurati
This simplification neglects the response of the second la
to the growth of the third layer as well as effects such
particle demotion but allows us to simulate larger syste
Using this approach, we have produced as many as t
additional layers on top of the solid first and second laye
The third and fourth layers are found to possess self-bo
liquid phases with layer densities of 0.0528 and 0.05
atoms/Å2, respectively. These densities are in agreem
with the values that may be inferred from heat capacity a
torsional-oscillator measurements. In the third layer, be
the equilibrium density, we determine the spinodal point
be 0.0386 atoms/Å2. This coverage separates the unsta
region in which droplets form on the surface from the me
stable ‘‘stretched’’ phase just before equilibrium. Stat
structure calculations confirm that droplets occur at low d
sities. The chemical potential was also calculated and th
layer promotion was found to coincide with a discontinu
ys
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in the density dependence of this quantity. The superfl
density has been calculated for coverages from the t
layer equilibrium to low fourth layer coverages. Promotio
to the fourth layer is observed at the~total! coverage 0.2837
atoms/Å2. The continued growth of the third layer is als
observed after fourth-layer promotion. The question of p
tial solidification in this layer remains open for further inve
tigation. In particular, it is possible that particle promotio
preempts the formation of a third layer solid but partic
demotions at higher coverages may increase the densit
this layer to the point of solidification. Experimentally, the
are some suggestive evidences for the third-layer solidifi
tion through compression by higher layers. We find that
heat capacity feature that emerges above 0.3100 atom2

~Ref. 8! might be related to the melting of this solid. Solid
fication also provides a natural explanation for the plate
seen in torsional-oscillator measurements of the superfl
density of the higher layers.

The effects of including the second-layer atoms in t
Monte Carlo updating procedure have also been examin
These calculations incorporate the effects of zero-point m
tion in the second-layer solid and allow this layer to respo
to the third and higher layers. We observe particle demot
from the third to the second layer near equilibrium and ag
near the fourth-layer-promotion density. The overall cov
age at which the third-layer liquid phase forms increa
slightly from 0.2645 to 0.2653 atoms/Å2 when the second
layer is active. The completion density is also slightly high
occurring at 0.2879 atoms/Å2. A very notable effect pro-
duced by the active second layer was the reduction in
third-layer superfluid density at high coverages. This eff
has also been seen experimentally.

ACKNOWLEDGMENTS

This work was supported by National Aeronautics a
Space Administration~NASA! under Grant No. NAG3-
1841. We wish to thank K. Nho for producing the data p
sented in Fig. 8.
tt.

ni,

ett.

la,

nd

ela,

. B
1P. A. Crowell and J. D. Reppy, Phys. Rev. Lett.70, 3291~1993!.
2P. A. Crowell and J. D. Reppy, Phys. Rev. B53, 2701~1996!.
3M. Pierce and E. Manousakis, Phys. Rev. Lett.81, 156 ~1998!.
4M. Pierce and E. Manousakis, Phys. Rev. B59, 3802~1999!.
5R. E. Ecke, Q.-S. Shu, T. S. Sullivan, and O. E. Vilches, Ph

Rev. B31, 448 ~1985!.
6M. Pierce and E. Manousakis, Phys. Rev. Lett.83, 5314~1999!.
7M. Pierce and E. Manousakis, Phys. Rev. B62, 5228~2000!.
8D. S. Greywall, Phys. Rev. B47, 309 ~1993!.
9J. M. Gottlieb and L. W. Bruch, Phys. Rev. B48, 3943~1993!.

10L. W. Bruch, M. W. Cole, and E. Zaremba,Physical Adsorption:
Forces and Phenomena~Oxford, New York, 1997!.

11D. S. Greywall and P. A. Busch, Phys. Rev. Lett.67, 3535
~1991!.
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