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We discuss the spin-dynamics in the spin-$\frac{1}{2}$ antiferromagnetic Heisenberg model and the related quantum nonlinear $\sigma$ model on the square-lattice at zero and low temperatures. We use mainly numerical methods, including variational Monte Carlo, quantum Monte Carlo and exact numerical diagonalization techniques. We compare our results to those obtained by other methods and to certain experimental data obtained on undoped copper-oxygen antiferromagnetic insulators. Effects of hole-doping are briefly summarized in the framework of the strong-coupling Hubbard model.

1. Introduction

The Hubbard model in the large Coulomb-repulsion limit is under intensive theoretical study because it may be relevant to the physics behind the copper-oxide superconductors. Regardless of its connection to the high-temperature superconductors, the physics of a strongly-correlated electronic system should be understood at least in its simplest theoretical abstraction: the single-band Hubbard model. Low-order strong-coupling perturbation treatment of the Hubbard model produces an effective Hamiltonian[1] which operates in a restricted Hilbert space having states with no double-occupancy below half-filling. Ignoring a three-site interaction term this effective Hamiltonian is now known as the $t-J$ model

$$H_{t-J} = -t \sum_{\langle i,j \rangle, \sigma} \langle c_{i\sigma}^\dagger c_{j\sigma} + h.c. \rangle + J \sum_{\langle i,j \rangle} \left( S_i^+ S_j^- \frac{1}{2} (S_i^+ S_j^- + S_i^- S_j^+) \right), \quad (1.1)$$

where $S_i^\dagger = \frac{1}{2}(c_{i\uparrow} c_{i\downarrow} + c_{i\downarrow} c_{i\uparrow})$, $S_i^+ = c_{i\uparrow}^\dagger c_{i\downarrow}$ and $S_i^- = c_{i\downarrow}^\dagger c_{i\uparrow}$ and $c_i^\dagger$ is the fermion creation operator in the Hubbard model. This Hamiltonian is assumed to operate only in a subspace of the Hilbert space with states having no doubly occupied site. The $t-J$ model is interesting on its own and its derivation from the Hubbard model may serve as a motivation. At half-filling the hopping term of this Hamiltonian is inactive and thus (1.1) reduces to the spin-$\frac{1}{2}$ antiferromagnetic (AF) Heisenberg model (AFHM) on the square-lattice

$$H = J \sum_{\langle i,j \rangle} \vec{S}_i \cdot \vec{S}_j. \quad (1.2)$$

The magnitude of the characteristic energy scale $J$ of the model may be determined from the magnetic properties of the undoped materials. In two space dimensions (2D) the Heisenberg model cannot develop long-range-order (LRO) at any non-zero temperature[2]. Doubt expressed about the existence of LRO in the ground-state, because of the low-spin case and low-dimensionality of the model, are now more or less quenched. Even though there is no rigorous proof of the existence of AF LRO in the ground-state of the spin-$\frac{1}{2}$ 2D antiferromag.
net[3], the picture of spin-wave theory[4] (SWT) has recently received significant support by several systematic approaches[5-10].

In the first part of this paper, we study the ground-state of (1.2) using the variational technique. We obtain[9,10] a variational wave function consistent with sum-rules for the dynamic structure function which gives accurate ground-state properties. Using this wave function, the sum-rules and the variational Monte Carlo (VMC) technique, we determine the spin-wave velocity, the spin-stiffness constant and staggered magnetization. The spin-wave velocity, the sublattice magnetization and the AF coupling $J$ are accessible to experiments and this allows a direct test of the theory.

In section 3 of this paper we study the model (1.2) at finite temperatures using quantum Monte Carlo methods[11,12]. We also study the quantum nonlinear sigma model (QNLsM)[13] which is believed to be equivalent to the AFHM at low $T$[14]. The idea that models such as (1.1) may be relevant for the physics behind these materials is supported by the comparison of the temperature dependent spin-spin correlation length $\xi(T)$ obtained from these studies with that inferred by neutron scattering experiments[15]. We find that for the model (1.2), $\xi(T \to 0) = a \exp(2\rho_0/T)$, and the same form is valid for the QNLsM in the regime controlled by its ordered phase and at low $T$. One- and two-loop Renormalization Group calculations for the sigma model have been carried out by Chakraverty, Halperin and Nelson (CHN)[16,17]. Our results disagree with the results of their one-loop calculation[16] and are in agreement with their results obtained by calculating the $\beta$-function up to two-loop order[17]. Furthermore, our $\xi(T)$ agrees reasonably well with the neutron scattering data using $J = 1480 K$. We conclude that SWT correctly describes the $T = 0$ properties of the spin-$\frac{1}{2}$ AFHM and the 2D thermal spin correlations in the model are consistent with those observed by neutron scattering.

Due to the fact that the Monte Carlo simulations of the model (1.1) are hindered by problems arising from the fermion statistics, the information about the phase diagram and superconductivity in the model is limited. In section 4 of this paper, we report certain results for the single-hole band obtained by VMC methods[18]. A wave function which takes into account spin-spin and spin-hole correlations is constructed following the ideas of Feynman-Cohen for the case of a helium-three atom moving in a background of liquid helium-four. Using this wave function and the VMC technique we calculate the hole excitation spectrum. For the case of two or more holes exact diagonalization studies[19] on small-size system indicate that there is a range of $\xi/U$ where hole-pairing is possible.

2. Zero Temperature Properties

Antiferromagnets were initially treated using spin-wave theory[4] which assumes AF LRO in the ground-state and treats the zero-point motion of small quantum fluctuations about the classical Neel state perturbatively. This approach for a spin-$S$ antiferromagnet is an expansion in powers of $1/(zS)$, $z$ being the coordination number. The role of quantum fluctuations becomes more important for small $S$, and low-dimensional systems and it is natural to raise doubts about the convergence of this approach for the smallest possible spin case and for 2D spin-systems.

There is no rigorous proof of the existence or non-existence of AF LRO in the ground-state of (1.2) on the square-lattice for spin-$\frac{1}{2}$. However, a growing number of calculations[5-10] suggest that the picture obtained from SWT is correct. For example, using the Green's function Monte Carlo (GFMC) method, Carlson and independently Trivedi and Ceperley have performed accurate simulations[8] on up to 32 x 32 lattice site. They find that the ground-state energy per bond and staggered magnetization follows the finite-size scaling
expected from SWT. Their extrapolated values to the infinite lattice are $E_0/NJ = -0.669\pm 0.0002$ and $m^2 \approx 0.31 \pm 0.01$. These results compare very well with those obtained from SWT[4], which are, respectively, 0.303 and -0.6704. Furthermore, they studied spin-wave states and concluded that the energy-gaps scale as predicted by SWT and vanishes in the infinite-lattice limit.

In this section, we shall review certain results obtained with the variational approach. In Ref. 9, using a complete set of multi-magnon states, we calculated the matrix elements of the Hamiltonian (1.2) in a separability approximation originally developed for the treatment of strongly correlated quantum liquids. The ground-state wave function in this approximation is obtained as

$$|\psi_0\rangle = \exp\left(-\frac{1}{2} \sum_{i<j} u_{ij} s_i^+ s_j^- \right) |\phi\rangle,$$

$$u_{ij} = \frac{1}{N} \sum_k \left( \frac{1 + \gamma(k)}{1 - \gamma(k)} - 1 \right) \epsilon_k R_i - R_j,$$

(2.1a, 2.1b)

where $\gamma(k) = 1/2(\cos(k_x) + \cos(k_y))$ and

$$|\phi\rangle = \frac{1}{\sqrt{2^N}} \sum_c (-1)^L(c)|c\rangle.$$

(2.1c)

The sum is over all possible spin configurations $c$ of the lattice and $L(c)$ is the number of down spins in one sublattice contained in the configuration $c$. Therefore the state $|\phi\rangle$ can be written as $|\phi\rangle = \prod_{R\in A} |\bar{R}_i + > \prod_{R\in B} |\bar{R}_i - >$ and the states $|\bar{R}_i + >$ and $|\bar{R}_i - >$ are the eigenstates of $\hat{S}_i^z$. $A$ and $B$ represent the two sublattices. Hence the state (2.1c) has zero staggered magnetization in the $x$ and $y$ directions but has full staggered magnetization in the $z$ direction. In fact, if we rotate the Néel state around the $y$-axis by $\pi/2$ we will obtain the state (2.1c).

Variational wave functions of similar form have been studied earlier[20] by Hulthen and Kastelijn for one dimension and for one, two and three dimensions by Marshall and Bartikowski. More recently, the same form was studied by Huse and Elser (HE) and by Horsch and Linden (HL) [21] using the VMC approach. HE took $u(1) = u_1$ and $u(r) = a/r^b$ for $r > 1$, where $r = |\bar{R}_i - \bar{R}_j|$ and treated $u_1$, $a$, and $b$ as variational parameters. The energy per site obtained in their calculation is $E_0/N \approx -0.664J$ for $u_1 \approx 0.65$, $a \approx 0.475$, and $b \approx 0.7$. HL used only $u(1)$ as a variational parameter (and $u(r > 1) = 0$) and they found $E_0/N \approx -0.644J$. Notice that our $u$ is not a function of the distance $r$ between two points on the lattice but rather a function of the two components $x$ and $y$ of the vector $\bar{R}_i$.

The form (2.1b) has long-distance behavior consistent with the existence of long-wavelength spin-wave excitations. From Eq. (2.1b) we find that

$$u(r \to \infty) = \frac{\sqrt{2}}{\pi r}.$$

(2.2)

The tails of the wave function of Ref. 21 and that of Eq. (2.2) are different. We have calculated the expectation value of the Heisenberg Hamiltonian (1.2) with the wave function (2.1) using MC integration and restricting the sum in $|\phi\rangle$ (Eq. 2.1c) over configurations having zero total $S_z$ only. We found almost the same energy (slightly better (lower)) than that of HE. The advantage of the wave function (2.1) is its simple physical origin and the fact that it gives the same ground-state energy with no free parameter. Next, we improve the wave function (2.1) further using sum-rules of the dynamical structure function. We also propose a method to calculate the spin-wave velocity accurately.
We can use a representation in which the eigenstates of the spin-\(\frac{1}{2}\) AFHM are expressed as a superposition of configurations \(|c\rangle\) labeled by the locations of one kind of spins (say the down spins) on the lattice, i.e., \(|c\rangle = |i_1, i_2, \ldots, i_N\rangle\). In this representation, we can show that the eigenvalue problem reduces to a difference equation identical to the many-particle Schrödinger equation on a 2D lattice (the “particles” correspond to down spins). In this quantum lattice-gas of bosons, the “particles” have “mass” \(m = 2\) (in units of \(J\) and lattice-spacing \(a\)) and interact via a pair potential \(V_{ij}\) having an infinite on-site repulsion, \(V_{ii} = 1\) if \(i\) are n.n., otherwise \(V_{ii} = 0\). This is a useful representation because our knowledge about the system of Bose-particles can be applied to the magnetic system also. For example, it is known that the ground-state of this system has a broken symmetry (condensate) which in the magnetic language corresponds to AF-LRO. The elementary excitations in the Bose-system are density fluctuations (phonons in the long-wavelength limit) which in the magnetic system correspond to spin-waves. Reatto and Chester have shown that the zero-point motion of the long-wavelength modes of the Bose-system (zero-sound) gives rise to a long-range tail in the Jastrow wave function. For a 2D system, we obtain

\[
u(r \to \infty) = \frac{mc}{4\rho_0 \pi r},
\]

where \(c\) is the spin-wave velocity. The ground-state of the Heisenberg antiferromagnet has zero total \(S_z\) and the number of down spins is exactly half the total number of sites giving \(\rho_0 = 1/2\). Comparing the tails (2.2) and (2.3) we find \(c = \sqrt{2}\) which is the value found by linear SWT.

We use three \(\omega\)-moments (sum rules) of the spin-dynamical structure function \(S(q, \omega)\) to determine the spin-wave velocity, assuming that a single-magnon state exhausts them in the long-wavelength limit. Using the \(\omega^0\)-moment (the static structure function \(S(q) = \langle 0|S_z^+S_z^-S_z^+S_z^-|0\rangle\)) and \(\omega^1\)-moment we obtain

\[
c = f_{s_1} \tag{2.4.a}
\]

where \(s_1\) is the slope of \(S(q)\) and

\[
f = -\frac{J}{4} \sum_b \langle 0| (S^+_{i-b}S^-_{i+b} + S^-_{i+b}S^+_{i-b})|0\rangle. \tag{2.4.b}
\]

The value of \(c\) calculated from (2.4) is sensitive to both the tail of the wave function and finite-size effects. As in the case of quantum liquids we shall use a different and more accurate way to determine \(c\), explained next.

We have obtained a third sum rule analogous to the compressibility sum rule in the case of quantum fluids which in the spin-system is translated to “magnetic susceptibility sum-rule” (\(\omega^{-1}\) moment). Again assuming that this sum-rule in the long-wavelength limit is exhausted by a single-magnon-excitation we obtain

\[
c = \sqrt{2f}\phi. \tag{2.5}
\]

Here \(\phi\) is the second derivative of the energy per particle \(\epsilon(M)\) with respect to the magnetization density \(M = 1/N \langle \sum_z S_z^z \rangle\). We note that the magnetization density corresponds to the particle density in the Bose system and the energy \(\epsilon(M)\) to the ground-state equation of state. We calculate \(\phi\) by restricting ourselves to a subspace with well-defined \(S_{tot}^z = M\), i.e., total \(z\)-component of the magnetization. Therefore, we can determine the spin-wave velocity in a way analogous to that used in the case of quantum liquids to calculate the
sound velocity. This technique is known to be accurate for numerical studies, because it is not too sensitive to finite-size effects and to the tail of the ground-state wave function.

In the variational calculation we used the form (2.1.a), including in the sum (2.1.c) only states with zero magnetization, and took \( u(1) \) and \( u(\sqrt{2}) \) as variational parameters and

\[
u(\mathbf{r}) = \alpha u(\mathbf{r}), \quad \text{for } \sqrt{x^2 + y^2} \geq 2,
\]

(2.6)

where \( u(\mathbf{r}) \) is that given by Eq. (2.1.b) and \( \alpha \) is a parameter of order 1. We did not treat \( \alpha \) as a variational parameter because the ground-state energy is not too sensitive to its precise value. Instead it is determined self-consistently by satisfying the third sum rule (2.3). Given a value of \( \alpha \), we perform the variational calculation and determine \( \epsilon(M) \) and the spin-wave velocity \( c \) from the slope of \( \epsilon(M) \) via (2.5). Using the Chester and Reatto [22] relation (2.3), we obtain a new value of \( \alpha \) from the relation \( \alpha = c/\sqrt{2} \). This can be iterated until the input and the output value of \( \alpha \) are the same. This procedure converges very quickly since as mentioned the energy \( \epsilon(M) \) is not sensitive to the \( \alpha \). Starting from \( \alpha = 1 \) the output value of \( \alpha \) obtained from \( \epsilon(M) \) is \( \approx 1.2 \). In the next step using the new value of \( \alpha \) as input we obtain practically the same output value from \( \epsilon(M) \).

The calculation is performed on lattices of several sizes up to \( 20^2 \). In Fig. 1a we present the ground-state energy per site as function of \( L^{-2} \) [23,7] for lattices of size \( N = L^2 \). The energy obtained with the wave function (2.1.c) (upper line) and with the improved wave function (2.6) (lower line) are the same within error bars. The advantage of the improved wave function, however, is that it is consistent with the sum rules and gives a more accurate excitation spectrum. The extrapolated value of the energy upper bound to the infinite-size lattice is \(-0.6637J \pm 0.0002\), while the best estimate for the exact value obtained by GFMC calculations[8] is \(-0.6692J \pm 0.0001\). Fig. 1b shows the square root of the expectation value of the square of the staggered magnetization \( m^2 \) obtained with the improved wave function. We obtain \( m^2 = 0.349 \pm 0.002 \) for the infinite lattice. This is close to the values of \( 0.34 \pm 0.01 \) and \( 0.31 \pm 0.01 \) reported in Ref. 8, while their guiding trial functions give somewhat higher value of \( m^2 \) than ours. In Fig. 2, we give \( \epsilon(M) \) versus \( M^2 \) for several lattice-sizes. Notice that \( \epsilon^* \) is independent of the lattice-size within error bars and we obtain \( \alpha = 1.22 \pm 0.02 \). The value of this parameter (commonly called \( Z_c \)) is in good agreement with the value 1.158 obtained by spin-wave theory[4] and that obtained by GFMC [8] calculations and series expansions [24]. The same value of \( \epsilon^* \) is required to fit at small \( M \) the exact diagonalization results for a \( 4 \times 4 \) size lattice which have been obtained with methods explained in Ref. 19.
Figure 2. The energy per site as a function of the square of the total magnetization $M^2$ for $4 \times 4$, $6 \times 6$, and $10 \times 10$ lattices. The slope is related to the spin-wave velocity via Eq. 2.5.

Figure 3. $S(q)$ calculated with the wave function (2.6) with $\alpha = 1.22$. The straight line has a slope $f_1 = f/c$. The inset is the calculated $\omega(q)$. The straight line in the inset has a slope equal to $c = 1.22 \sqrt{2}$ as obtained from (2.6).

Hence, we expect the error in the calculation of $c$ due to the approximate nature of our wave function to be small.

In Fig. 3, we give the calculated $S(q)$ using $\alpha = 1.22$ in the wave function. The straight line has a slope $f_1 = f/c$. The inset is the $\omega(q)$ calculated assuming that a single-magnon excitation exhausts the $\omega^0$ and $\omega^1$ sum-rules. The straight line in the inset has a slope $c = 1.22 \sqrt{2}$. Hence the spin-wave spectrum in the long-wavelength limit, although noisy as expected, is consistent with this sum-rule within error bars also. In our units $Z_N = 8J/\delta = 8J/\epsilon = 0.667 \pm 0.004$, which is higher than the spin-wave value of 0.449 and close to that reported in Ref. 25.
3. Low Temperature Properties. Nonlinear $\sigma$ Model

Using Handscomb's quantum Monte Carlo method we have simulated [11] the spin-$1/2$ AFHM on the square lattice at finite temperatures. From the spin-spin correlation function we extracted the correlation length $\xi(T)$. We found that $\xi(T)$ increases very rapidly with decreasing temperature. In our first paper [11] we attempted to fit the temperature dependence of $\xi(T)$ to the form

$$\xi(T \rightarrow 0) = \frac{a}{T} \exp \left( \frac{2\pi \rho_s}{T} \right), \quad (3.1)$$

as suggested by spin-wave theory. We concluded that our numerical results are inconsistent with this form. We also attempted to fit our results to a Kosterlitz-Thouless form and obtained a good quality fit. In Fig. 4a we reproduce our Fig. 3 from Ref. 11 for easy reference. The dashed-dotted line was our best fit of the numerical results (points with the error bars for various size lattices as indicated on the figure) to the form (3.1), while the solid line was the fit to the Kosterlitz-Thouless form. The dashed-line is our results of the leading contribution at high temperatures [12]. We suggested that either (a) the form (3.1) is incorrect or valid at lower temperatures inaccessible to our simulation technique or (b) topological excitations may play an important role in the thermodynamics of (1.2). The form (3.1) is also obtained by Chakravarty, Halperin and Nelson (CHN) [16], studying the equivalent QNLM by Renormalization Group with the $\beta$-function calculated with weak-coupling perturbation theory up to one-loop order and by the Schwinger-boson mean field calculations of Arovas and Auerbach and by the modified spin-wave theory by Takahashi at finite temperatures [26].

The improved two-loop calculation of CHN [17], however, shows that the prefactor in (3.1) is different, namely the correlation length at low $T$ behaves as

$$\xi(T \rightarrow 0) = C \exp \left( \frac{2\pi \rho_s}{T} \right). \quad (3.2)$$

Hence, CHN [17] point out that higher-order corrections are important and one should expect a constant prefactor. In Fig. 4b we plot $T \ln(\xi(T))$ versus $T/J$ to demonstrate that (3.2) is a very good approximation to the Monte Carlo results of Ref. 11. The fit gives $\rho_s \approx 0.23 J$ and $C = 0.25$. This value of $\rho_s$ is in good agreement with the value found in section 2 by studying the ground-state of (1.2). On the basis of our results given in the
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Figure 4. (a) We reproduce our Fig. 3 from Ref. 11 for easy reference. See text for explanations. (b) We plot the same data as $T \ln(\xi(T))$ versus $T/J$ to demonstrate that (3.2) is a very good approximation.
previous section, the results of this fit to the temperature dependence of $\xi$ and the results of our calculation of the $\sigma$ model explained next, we conclude that, even though a Kosterlitz-Thouless phase cannot be theoretically excluded, there is no need to invoke the presence of such transition. Furthermore, our calculations[11,12,13] strongly support the results of the two-loop calculation of CHN [17] and the form (3.2) at low $T$.

Next, we briefly outline the results obtained[13] on the quantum non-linear $\sigma$ model using both MC simulation and saddle point approximation. We shall show that the spin-$\frac{1}{2}$ AFHM corresponds to the ordered phase of the $\sigma$ model where $\xi(T)$ obtained from the $\sigma$ model in that phase agrees with the form (3.2).

The action for the nonlinear $\sigma$ model in two-space one-Euclidean time dimensions is defined as[14]

$$S_\sigma = \frac{2\pi}{2\hbar c rules} \int_0^{\beta \hbar c rules} d\tau \int dxdy \left( (\partial_\tau \vec{n})^2 + (\partial_x \vec{n})^2 + (\partial_y \vec{n})^2 \right). \tag{3.3}$$

Here $\vec{n}$ is a three-component vector field living on a unit sphere, $c$ is the spin-wave velocity and $\beta = 1/K_B T$. It is known that the model (3.3) can be derived[14] from the model (1.2) in the long-wavelength limit. The Euclidean-time is a result of the quantum nature of the problem, and is introduced via the Trotter-Suzuki formula in the calculation of the trace of $\exp(-\beta \hat{H})$, when the operator (1.2) is used. The Heisenberg antiferromagnet maps[14] onto this same model for arbitrary spin in 2D, the different values of $S$ corresponding to different values of $\mu$ and $c_\sigma$. The field $\vec{n}(\vec{x})$ is proportional to the average staggered magnetization in the model (1.2). We discretize the space-time and put the model on the 2+1 dimensional lattice:

$$S_\sigma = -\frac{1}{2g} \sum_{\vec{x}} \sum_{\mu=1}^3 \vec{n}(\vec{x}) \left( \vec{n}(\vec{x} + \vec{e}_\mu) - \vec{n}(\vec{x}) \right), \tag{3.4}$$

where $g = \hbar c rules / \rho_B a$ and $\vec{x}$ covers the 2+1 dimensional lattice of lattice spacing $a$, size $L^2 L_B$ and $\beta \hbar c rules = L g a$.

Let us first study the $T = 0$ case. In this case we consider $L_B = L \rightarrow \infty$ and the theory has only one parameter, the dimensionless parameter $g$. We have calculated the staggered magnetization expectation value defined as $\vec{n} = \langle \frac{1}{2L^2 L_B} \sum_{\vec{x}} \vec{n}(\vec{x}) \rangle$, where the expectation value is taken with respect to the distribution $\exp[-S_\sigma(\vec{n}(\vec{x}))]$. We expect the ground-state staggered magnetization to obey the finite-size scaling similar to that of Fig. 1.b for $m^2[23,7]$. The extrapolated values $n_0(g) \equiv \vec{n}(g, L \rightarrow \infty)$ are shown in Fig. 5. Assuming that the spin-$S$ quantum AFHM is equivalent to the QNLPeM, the parameter $g$ corresponds to the different possible spin values. There is a value of $g$ that gives the same staggered magnetization as extracted from the quantum spin-$\frac{1}{2}$ AFHM. In section 2 we found that the expectation value of the staggered magnetization is about 0.69 ± 0.02 its classical value. From Fig. 5, we find that at $g = 1.125$ the $\sigma$ model gives the same staggered magnetization.

We calculated the $\beta$ function with a finite-size scaling technique by taking one lattice-dimension (say the Euclidean-time dimension) finite. We shall take only $L \rightarrow \infty$ and keep the time dimension finite so that Eq. (3.5) is satisfied. If, therefore, $L$ is large enough so that $l_\xi << L$, the correlation length is only a function of $L_B$ and $g$ and in physical units is given by

$$\xi = \xi(g, L_B)a. \tag{3.6}$$

Substituting $a$ from (3.5) in (3.6) we obtain
Figure 5. The extrapolated values \( n_0(g) \equiv n_0(g, L \to \infty) \).

\[
\frac{\xi}{\beta \hbar c_s} = \frac{\xi(g, L_\beta)}{L_\beta}.
\]  

(3.7)

At this point we wish to approach the continuum limit and hold the correlation length \( \xi \) fixed in units of the length-scale \( \hbar c_s \), while \( L_\beta \to \infty \). Clearly this can be done provided that a value of \( g = g_c \) exists at which \( \xi(g_c, L_\beta \to \infty) \to \infty \) in such a way that the ratio

\[
b = \frac{\xi(g, L_\beta)}{L_\beta}
\]

remains constant. A similar discussion in the framework of finite-size scaling at the phase transition can be found in a paper by B\'ezin[27]. The critical point \( g = g_c \) is a fixed point of the scale transformation \( L_\beta \to L_\beta' \) and \( g \to g' \) defined as follows:

\[
\frac{\xi(g, L_\beta)}{L_\beta} = \frac{\xi(g', L_\beta')}{L_\beta'}.
\]

(3.9)

For large \( L_\beta \) this equation defines \( g(L_\beta) \), which via (3.9) gives the function \( g(a) \). In Fig. 6, \( b \) is given as a function of \( g \) calculated at \( L_\beta = 2, 4, 8 \) (for large enough space extent \( L \) so that finite-size effects on \( \xi \) due to finite \( L \) are negligible). We clearly see the presence of a critical point at \( g_c \approx 1.45 \). Compare this value of \( g_c \) and the value of \( g_c \) where \( n_0(g) \) vanishes in Fig. 5. The \( \beta \) function (and \( a(g) \)) determined via (3.9) close to the critical point is given by

\[
\beta(g) = -\beta_1 (g - g_c) + \ldots
\]

(3.10a)

with \( \beta_1 \approx 1.3 \pm 0.1 \). By integrating the equation \( \beta(g) = -a \frac{d a(g)}{d g} \) we obtain

\[
a(g) = a_0 (g - g_c)^\nu
\]

(3.10b)

where \( \nu = 1/\beta_1 \approx 0.77 \pm 0.07 \), while the textbook value for \( \nu \) is \( \approx 0.7 \). The results do not depend strongly on the errors in the determination of the function \( a(g) \), i.e., the precise value of \( \nu \). Here, using \( \nu = 0.7 \), we find essentially the same results as those obtained in Ref. 13.

Having approximately determined the function \( a = a(g) \), we can proceed to study the behavior of the correlation at low \( T \). Using Eq. (3.5) and \( a(g) \) we find that
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Figure 6. The ratio $b = L_{\beta}/L_{\beta}$ versus $g$ for different $L_{\beta}$. Notice that all the lines for different $L_{\beta}$ pass through the same point $(g_c, b^*)$.

$$t \equiv \frac{T}{T_0} = \frac{1}{L_{\beta}[g - \xi g]}$$

(3.11.a)

where the constant temperature scale $T_0$ is defined as

$$k_B T_0 \equiv \frac{\hbar c}{\alpha_0}.$$ 

(3.11.b)

Furthermore, substituting (3.10.b) in (3.6) we obtain

$$\xi_0 \equiv \frac{\xi}{\alpha_0} = \xi(g, L_{\beta})[g - \xi g].$$

(3.11.c)

Namely, given the value of the correlation length $\xi(g, L_{\beta})$ for given values of $g$ and $L_{\beta}$, using the Eqs (3.11) we can calculate the physical correlation length in units of the constant length-scale $\alpha_0$ and the physical temperature in units of the constant temperature-scale $T_0$ defined by (3.11.b). Using the calculated correlation lengths for various values of $g$ and $L_{\beta}$ we calculate $\xi_0$ and the corresponding $t$ (using (3.11.a) and (3.11.c)) and plot them to obtain a single curve $\xi_0(t)$, shown in Fig. 7.a.

Figure 7. (a) The function $\xi_0(t)$ (see text for definition). Our data for various $g$'s collapse on the same curve by using the calculated renormalization group $\beta$-function. The solid line corresponds to an exponential fit. (b) Demonstration that the correlation length as a function of $T$ can be approximated by $a_0 e^{b_0 T}$. 
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The fact that $\xi(T)$ obeys the expression obtained by the two-loop calculation of CHN, i.e., Eq. (3.2), is demonstrated in Fig. 7.b where the function $f(t(t))$ can be approximated by a straight line. A straight-line fit gives

$$\xi/a_0 = A \exp\left( \frac{B T_0}{T} \right)$$

(3.12)

with $A = 0.093 \pm 0.002$ and $B = 3.64 \pm 0.02$. The constants $a_0$ and $T_0$ cannot be determined within the non-linear $\sigma$ model since there are two parameters in the model, namely $\gamma$ and $c_\sigma$. Assuming that the $\sigma$ model describes the continuum limit of the $S = 1/2$ AFHM, we can determine $a_0$ and $T_0$ in terms of $J$ and the lattice spacing $a_H$ of the lattice in which the spins in the Heisenberg model reside. Comparing (3.12) with (3.2) obtained from the AFHM, with $\rho_s = 0.227J$ and $C_L = 0.25a_H$, we find $a_0 = 2.69a_H$ and $T_0 = 0.392J$. Using the expression (3.11.b) we find $k_{\sigma} = 1.05Ja_H$. $c_{\sigma}$ is a parameter of the $\sigma$ model, not the physical spin-wave velocity.

The inverse correlation length versus $T$ as observed by neutron scattering experiments[15] done on the undoped $La_2CuO_4$, is compared with our results in Fig. 8. The solid curve is the exponential given by Eq. (3.2) which fits the results for $\xi(T)$ obtained from the nonlinear $\sigma$ model and AFHM. In the plot we used $a_H = 3.8\AA$, the $Cu-Cu$ distance, and $J = 1480K$. This value of $J$ is close to the value reported by Raman scattering experiments[28]. Using this value of $J$ and the expression $C = 1.22\sqrt{2}a$, we obtain $c \approx 0.84eV - 2\Delta$, a value higher than the lower bound of $0.6eV\AA$ reported by thermal neutron scattering studies[15] and closer to the more recent value of $0.85eV\AA$ inferred from high-energy inelastic neutron scattering[29].

4. Hole Dynamics

Following the mapping of the spin-$1/2$ AFHM to the quantum lattice-gas model of bosons, the problem of a hole in a quantum antiferromagnet (in the framework of the $t-J$ model) can be mapped to an impurity moving in a Bose system. Feynman and Cohen[30] have proposed a variational wave function for the motion of a $\frac{3}{2}He$ impurity in liquid $^4He$. This wave function takes into account the background boson-boson short-range correlation due to the hard core interaction and impurity-boson backflow correlations. We have studied[18] the following variational wave function which includes spin-spin and spin-hole ("spin-backflow") correlations
\[ |\psi(\vec{k})| = \frac{1}{\sqrt{N}} \sum_{\vec{R}} e^{-i\vec{k} \cdot \vec{R}} \hat{G}_k |\psi(\vec{R})| \]  

(4.1)

where \( |\psi(\vec{R})| \) is the state (2.1.c) with a hole at \( \vec{R} \). The correlation operator \( \hat{G}_k \) has the following form:

\[ \hat{G}_k = \exp \left( \sum_{\vec{r}} (ig_k(\vec{r}) + h_g(\vec{r})) S_{\vec{R}+\vec{r}}^z - \frac{1}{2} \sum_{i<j} u_{ij} S_i^x S_j^x \right). \]  

(4.2)

The second term keeps the bosons coming close to each other and from facing the hard core. The real function \( h_g(\vec{r}) \) takes into account the hole-spin short-range correlations, while the term \( ig_k(\vec{r}) \) represents the change in the phase of the wave function of the impurity in order to conserve local current in its motion.

Such backflow correlations in the case of a \(^3\)He impurity in liquid \(^4\)He are responsible for the large effective mass of the impurity. In the magnetic language the origin of the second term is the same as that in the pure AFHM and creates spin-fluctuations (the \( |\phi> \) state is a N\el state in the z-direction therefore the \( S_i^z S_j^z \) term creates pair-fluctuations). The first term couples the almost N\el state with the state where the hole hops to a neighboring site. In general \( u_{ij} \) may depend on the distance from the hole. In practice we find no significant lowering of the hole energy by allowing for such a non-uniform \( u_{ij} \). Therefore, we used the same \( u_{ij} \) as that found in the VMC calculation at half-filling (AFHM) which is explained in section 2. Using the Metropolis algorithm we calculated\[18\] the expectation value of the \( t-J \) Hamiltonian with the wave function (4.1-2) for one hole.

Fig. 9.a compares our variational results for the energy of a hole (we have subtracted the energy of the no-hole state) moving with \( \vec{k} = (\frac{\pi}{4}, \frac{\pi}{4}) \) for the two cases, \( g_k = 0 \), and for the optimal value of \( g_k \), with exact diagonalization results on the 4 \( \times \) 4 lattice \[31\] for several values of \( J/t \). The introduction of the spin-hole correlations \( g_k \neq 0 \) improves the energy significantly. The variational wave function is reasonably good for \( J > t \); for lower values of \( J/t \) we need to improve the wave function with the inclusion of three-body correlations. Similar results are found for the 10 \( \times \) 10 lattice.

The single-hole energy \( e(\vec{k}) \) as a function of the momentum \( \vec{k} \) is calculated for several values of \( J/t \). A typical result is shown in Fig. 9.b calculated for \( J/t = 1 \) on a 10 \( \times \) 10

\[\text{Figure 9. (a) Hole energy for } \vec{k} = (\frac{\pi}{4}, \frac{\pi}{4}) \text{ as a function of } J/t. \text{ The solid line is exact diagonalization results[31], while the crosses and circles are obtained with the variational wave function (4.1-2) with } g_k = 0 \text{ and } g_k \neq 0 \text{ respectively.} (b) \text{ The hole-band } \epsilon(\vec{k}).\]
lattice. We have not subtracted the no-hole energy in this case. The curve has a minimum at \( \vec{k} = \left( \frac{\pi}{2}, \frac{\pi}{2} \right) \). The maximum value is at \( \vec{k} = (0,0) \) or \( \vec{k} = (\pi, \pi) \) and both values are the same within error bars. The bandwidth decreases with \( J/t \). We also find, in agreement with other authors\([31,32]\), that the effective mass of the hole in the direction towards \((0,0)\) is larger than that in the direction towards \((0,0)\).

We have also calculated\([18]\) the spin-hole-spin correlation function with one of the spins staying far away and the other close to the hole, using the variational wave function \((4.1-2)\). In the static-hole case \((t=0)\), we find that the staggered magnetization is enhanced in the neighborhood of the hole in accord with the results of Ref. 33. In the mobile-hole case \((t/J \sim 1)\), however, the staggered magnetization near the hole is significantly reduced from its bulk value in agreement with the spin-bag model of Schrieffer et al.\([34]\).

Next, we shall discuss results obtained by exact diagonalization studies of the strong-coupling Hubbard Hamiltonian\([19]\) on finite clusters of 10-sites. This Hamiltonian, in addition to the terms present in the \(t-J\) model \((1.1)\), involves a three-site hopping term. The full Hamiltonian is given in Ref. 19. First, it is also found that the minimum of the band in the AF phase is at \((3\pi/5, \pi/5)\), which is the closest wave vector to \((\pi/2, \pi/2)\) from the the 10 possible \(k\)-vectors.

In Fig. 10 we plot the binding energy per hole obtained in Ref. 19 and defined as

\[
b(X) = \frac{E(X) - XE(1)}{X} \tag{4.3}
\]

where \(E(X)\) is the total energy of the system containing \(X\) holes, measured from the energy of the no-hole state. Notice that there is a range of \(t/U\) \((0.04 < t/U < 0.16)\) where two-hole pairing is favored against multi-hole clustering or phase separation. At larger values of \(t/U\) multi-hole clustering is possible as can be seen in the figure (see also Ref. 19). The lower left inset shows the hole-hole distribution function and the top-right inset shows \(B(X)\) versus \(X\). The latter inset demonstrates that the peaks in \(b(X)\) occur at even hole numbers.
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